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CONTEXT. PERFORMANCE VARIATION

SYNCHRONIZATION POINT
(E.G., MPI_BARRIER)
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SYNCHRONIZATION POINT THAN NODE K

(E.G., MPI_ALLGATHER)

SLACK

WASTED TIME = SLACK
- REDUCED
PERFORMANCE
- WASTED POWER AND
ENERGY

AT O(BILLION THREADS),
THIS IS A MAJOR ISSLE
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PERFORMANCE VARIATION ALREADY A
PROBLEM AT PETASCALE
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U OVER 75% OF
EXECUTION TIME
SPENT BLOCKED
ON GLOBAL
SYNCHRONIZATION

U UP TO 90% OF
CPU DYNAMIC
POWER
CONSUMPTION
WASTED
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variability in time and space (processes/processors)
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- Dongarra et al., Exascale Software Project RoadmaplJHPCA
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THE HPC COMMUNITY KNOWS HOW TO DEAL WITH THIS;
THERE IS GOOD RESEARCH ON HOW WE MOVE TO EXASCALE
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U TEMPORAL VARIATION IS A SIGNIFICANT CONCERN MOVING FORWARD
EXASCALE WILL BRING THESE ISSUES TO THE FOREFRONT
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- Dongarra et al., Exascale Software Project RoadmaplJHPCA

WE DESIGNED CRITICALITY MODELS

TO ADDRESS ALL SOURCES OF PERFORMANCE
VARIATION ON FUTURE EXASCALE SYSTEMS




TEMPORAL VARIATION:

PER NODE PERFORMANCE WILL BE INCREASINGLY
DYNAMIC AND INCONSISTENT



TEMPORAL VARIATION:

PER NODE PERFORMANCE WILL BE INCREASINGLY
DYNAMIC AND INCONSISTENT

L.E.,
JUST BECAUSE A NODE WAS “"SLOW” IN THE

PAST DOES NOT MEAN IT WILL BE “SLOW” IN
THE FUTURE
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TEMPORAL VARIATION

NODE I
CRITICAL
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TEMPORAL VARIATION

NODE I
CRITICAL

SYNCHRONIZATION POINT
(E.G., MPI_ALLGATHER)

SLACK = 4 MS
|

SYNCHRONIZATION POINT SYNCHRONIZATION POINJ
(E.G., MPI_BARRIER) (E.G., MP|_ALLGATHER

SLACK = O

NODE /

[SLACK = 5 MS SLACK = 8 MS

NODE J

SLACK = O

NODE K ™ \MANAAN SLACK = 12 M5

NODE K
CRITICAL
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CRITICALITY NOT
IMPLIED BY RECENT
HISTORY

- ALREADY OBSERVABLE ON CURRENT
PETASCALE SYSTEMS

(SEE PAPER FOR DETAILS)



BUT THAT’'S NOT ALL.:
EXASCALE WILL MAKE THINGS WORSE



BUT THAT’'S NOT ALL.:

EXASCALE WILL MAKE THINGS WORSE

E.G.,

(1) RESTRICTION OF DATA MOVEMENT
(2) OPERATING SYSTEM INTERFERENCE
(3) NETWORK CONTENTION

(4) HARDWARE HETEROGENEITY

(5) RESOURCE OVERPROVISIONING

(6) POWER CAPPING

(7) DATA/WORKLOAD IMBALANCE

(8) ETC...



ISSUE:
LARGE SCALE DATA MOVEMENT NO LONGER SUSTAINABLE

Parallel File
ﬂI‘lﬂl}FﬁCS S}rstEﬂ-l
Cluster

e EXPECTED SOLUTION:

Capability Capacity
System Cluster
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